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CHAPTER 15

Performed Subjectivities in Ranking 
and Recommendation Systems

Tatiana Mazali and Nicoletta Gay 

There is a delicate balance between 
appropriating new technologies 

and being appropriated by them. 
(Pasquale 2015, 43)

Digital Labour in Creative and Cultural Industries

Digital creativity has long been viewed as a space which offers unprecedented 
possibilities for socio-economic development. This is well exemplified by the 
early dotcom era and subsequently by the support given to industries that fall 
under the umbrella term of Creative and Cultural Industries (CCI), which was 
first coined by the United Kingdom’s Department for Culture, Media and Sport 
(DCMS) in the late 1990s. It is often used in relation to urban development 
policies linked to the rhetoric on creative classes (Florida 2002). Until now, 
digital creativity and its professions seemed to almost exclusively inhabit sec-
tors clearly defined by Information and Communication Technologies (ICT); 
however, it also inhabits those which are more difficult to define (but which are 
of no less importance) to the Creative and Cultural Industries, which can be 
considered ‘factories without walls’ of informational capitalism.
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Now, the digitisation of processes also plays a pivotal role in the produc-
tion chains of physical goods. As a result, the digital sphere is becoming more 
and more important; this is clear if we look at the push towards the systemic 
and structural digitisation of production and consumption processes. Within 
this framework, the digital sphere offers directions and transversal affordances 
which, to a certain extent, are shared by the different sectors which produce 
‘ideas’ (the CCIs) and ‘things’. A shared language, a regulating system which is 
as abstract (think of the binary code) as it is concrete (think of the ability of the 
digital sphere to influence behaviours, content, subjects and objects).

Let us now focus our attention on sectors where digital creative work has 
historically developed, in the CCIs; in other words, the beating heart of the 
creative economy. What sets these industries apart is a greater centralisation 
of creative-cognitive functions in the production cycle, but also greater circu-
larity and interaction between the production and consumption phases. John 
Hartley (2005) defines digital creative work as the convergence between crea-
tive arts (connected to individual talent) and mass cultural industries, in the 
context of new digital media technologies. As a result, digital creative work is 
closely linked to the media world (communication environments) and to the 
discourse between individual creativity – which aims to personalise processes 
and products – and creativity in mass cultural production, which aims to seri-
alise and scale processes and products, as often occurs in the movie industry, 
large broadcasting agencies and, today, in digital media factories.

The map of digitally-related creative professions is the result of hybridisa-
tions within the new media ecology, which has been heavily redefined by new 
actors of the internet economy. Fondazione Rosselli’s 14th Report on Com-
munications in Italy (Barca and Zambardino 2012) includes a study on the new 
structures deriving from the co-dependencies of traditional media and internet 
actors, and highlights that these co-dependencies exist and change as a result of 
the different stages of internet development:

1.	 �‘The Age of Discovery’. This era was characterised by substantial deregula-
tion of social and economic flows.

2.	 �‘The Age of Experimentation’ (up to the dotcom bubble of the 1990s). In 
this era, users continue to enjoy the use of free content, while traditional 
content producers remain wary of transferring their content online for fear 
of not finding profitable business models.

3.	 �‘The Age of Consolidation’. Our current era, which is characterised by a 
more articulated value chain. The market and its users are more mature and 
have a greater propensity to experiment with services behind a paywall. 

The Age of Consolidation coincides with the switch to Web 2.0 and the pop-
ularity amongst users of sharing and co-creating. In this trend towards the 
hybridisation of genres, services and business models, we are seeing a shift on 
behalf of network players from distributors to producers of creative content  
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(a prime example of this is Netflix). This transformation also represents the 
shift to platform capitalism (Vecchi 2017; Srnicek 2016), which transcends the 
CCI sectors and leads to the creation of new business set-ups and work oppor-
tunities, such as the ‘platformization’ of capital-work relationships.

Within this context of technological innovation, traditional media profes-
sions are ‘hybridised’ with ICT professions. Work profiles that require hybrid 
skills, which encompass technology, communication and marketing, are 
emerging; these include titles such as web designers, webmasters, user experi-
ence analysts and social media managers. ‘Cloud’ managers and Big Data and 
mobile content specialists are among today’s most sought-after professional 
figures. If we were to map these professions, we would see that the required 
skills are an ICT specialisation combined with textual, visual and audiovisual 
communications expertise. 

In terms of what work looks like in this hybrid industry, we are seeing the 
combination of ‘individualisation’ and ‘recircularization’ of work. Within the 
media sector, we have observed a growth of content produced by individuals or 
small-scale productions, but also collaborative and almost always project-based 
(short-range, intermittent) productions, which often straddle the commercial 
and non-commercial spheres, and which may be paid or free (Terranova 2000). 
This tendency is occurring concurrently with the crisis of both cultural insti-
tutions and traditional media (Banks, Gill and Taylor 2013). Digital creativ-
ity professionals are in strong demand, particularly in strictly ICT professions 
(Aica et al. 2017) and over time they have quite simply become paradigmatic 
professions of contemporary work.

Indeed, as highlighted by several studies carried out on digital creative work (for 
Italy, see Mazali 2016), these professions, and the people behind them, are subjected 
to certain dynamics we find in the broader employment sector today: employ-
ment precarity (Gill and Pratt 2008); work stress and anxiety, which are linked 
to increased rates of subjective and objective precarity (Gill and Pratt 2008); the 
tendency to establish forms of self-exploitation (Ross 2009) dictated by the need 
to build and maintain a high digital reputation; the high affective content of the 
work (Hardt 1999), which exacts a significant emotional toll in order to carry out 
one's job, but also the growing demand placed on the worker to fully embrace and 
commit to the business project; the push towards personal capitalism (Bonomi 
and Rullani 2005); and finally, the tendency − and need − to adapt to platform 
capitalism’s rules of exchange (to give an example in the creative field, think of the 
growing importance of freelance marketplaces such as Fiverr or Dribble).

These features, which place attention on individuals, fit into new collective 
configurations which characterise contemporary digital culture: participa-
tory culture (Jenkins 2006) and the active role of the public in ‘media making’  
(Boccia Artieri 2012) constitute a significant part of today’s media productions; 
the short-circuit between production and consumption leads to the creation 
of hybrid content makers who are both professional and non-professional, 
and are also referred to as ‘proams’ – professional amateurs (Flichy 2010). This 
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leads to an unprecedented tension between different kinds of ‘service providers’ 
(for example, the presence of proams leads to the lowering of the cost/value of 
creative products, which has a detrimental effect on actual professionals); the 
implementation of crowd modalities to self-finance creative projects or to con-
duct job searches are new practices for professional growth, which very quickly 
lead to possible perverse effects, as in the case of the gig economy (Graham and 
Shaw 2017).

In this complex digital work landscape, creative professions were among the 
first to be subject to the logic of the algorithms which feature in online repu-
tational mechanisms, rating processes, evaluations and measurements. Within 
transformations of labour practices, creative workers were also among the first 
to showcase the critical aspects of the so-called ‘algorithmic self ’ (Pasquale 
2015) or ‘data self ’ (Horning 2012) or ‘quantified self ’ (Moore 2018), which 
emerge from the process of sharing, being shared, having automated recom-
mendations, and being processed by algorithms. This is because it is vital for 
digital creativity professionals to use the affordance of social networks and plat-
forms to showcase their creative work.

To maintain a competitive advantage or simply to remain visible on the net-
work stage, it is therefore necessary to adopt an algorithmic self, at the service 
of self-promotional strategies. The algorithmic self of digital creatives is based 
on two socio-technical systems: building a digital reputation and establish-
ing recommendation mechanisms. The former involves a person’s individual 
sphere and enables the creation of a digital subject that will compete in the net-
work’s arenas; it entails the construction of affordances of the techno-subject. 
Using a gaming metaphor, we could say that reputation mechanisms corre-
spond to the features that a player assumes when playing a character. The latter 
corresponds to the superstructure of social networking relational logics; in the 
videogame metaphor, the recommendation mechanisms are the playing field 
and its rules. 

Both systems are socio-technical: they are the ‘machinic regulation’ (Deleuze 
and Guattari 1980) and the subjects’ space of action. From the workers’ per-
spective, one’s reputation can be a field of empowerment (it can be somewhat 
guided), and recommendations can be a field of ‘alienation’, that is a place of 
complete depersonalisation, a playing field where only automatic machines 
play. Between these two extremes there are many nuances, and profession-
als are afforded the possibility to at least partially guide the outcomes of these 
socio-technical systems. 

To understand how creatives can orient reputation and recommendations in 
their favour, let’s now analyse one of the most important platforms in terms of 
global penetration and self-promoting strategies: Facebook. In particular, we 
will look at how Facebook operates reputation and recommendations systems 
within its algorithm.
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Facebook’s Algorithm

In 2017, Evan Williams, co-founder of Twitter and platforms such as Blogger 
and Medium, when interviewed by the New York Times (2017) on the topic of 
social networks, said: 

I think the internet is broken. I thought that, once everybody could 
speak freely and exchange information and ideas, the world is automati-
cally going to be a better place, but I was wrong about that.

The problem is that the internet rewards extremes. Or rather, Facebook’s  
algorithm interprets our digital behaviours as precious indicators of what it 
believes may be more interesting, relevant and engaging for us. Its end goal is  
to dissuade us from leaving the platform’s walled garden and its entire eco-
system (Facebook owns Messenger, WhatsApp, and Instagram). This same 
principle governs the algorithms of platforms such as LinkedIn (owned by 
Microsoft) or YouTube (owned by Google).

Also in 2017, John Evans, TechCrunch’s opinion columnist, stated that: ‘At 
Facebook’s scale, behavioural targeting doesn’t just reflect our behaviour, it 
actually influences it. The way Facebook’s News Feed works is that the more 
you ‘engage’ with posts from a particular user, the more often their posts are 
shown to you. The more you engage with a particular kind of post, the more 
you will see its ilk. It’s just showing you what you’ve demonstrated you’re inter-
ested in. The problem applies to all social networks with ‘smart’ algorithmic 
feeds that optimise for engagement. Facebook is just the largest and most influ-
ential by far’ (TechCrunch 2017).

According to Lovink (2016), the crux of the matter is the invisibility of the 
internet rather than its omnipresence: digital is the new, comforting, unques-
tioned general rule, and social media are not monstrous machines, but rather 
(soft) tools of influence: private companies offering the public communication 
and information management services which, judging by their reach, have an 
undeniable impact on opinions and behaviour.

While the debate about the very nature of these tools is still ongoing, with 
some placing social media in old categories – are they containers of content 
or creators of content?, are they public or private spaces? – the sheer volume 
of information and data we produce and consume is continuing to grow expo-
nentially (Internet Live Stats). The algorithms on the different platforms are 
purposefully designed to decide what we can or want to see of this infinite 
mass of data, adopting different and sometimes extremely complex criteria to 
make those decisions. Over the years, Facebook has repeatedly issued state-
ments about how its News Feed algorithm (de facto, its recommendation sys-
tem) actually works.
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In 2016, Adam Mosseri, then VP of Product Management for News Feed, 
emphasised that the goal of the News Section was to connect every person with 
what is most ‘important’ to them and only them (Mosseri 2016). Basically, each 
News Feed is built completely around the actions of the individual user, which 
can be more or less public (from the comment on a post to the amount of 
time spent on it). No two News Feeds are the same, even if two platform users 
like the same things and have the same friends. Concretely, when a user or a 
Page publishes a post, the system generates a real auction among the various 
posts published by the friends and pages followed by a given person when that 
person connects to Facebook. The algorithm then attributes a relevance score 
to each individual post and arranges the various possible posts on this basis 
(sometimes deciding not to show them at all). The factors that regulate the  
News Feed algorithm (over 100,000) are constantly updated, but among  
the main ones used in 2016, we find those which constituted the Edge Rank 
from the very beginning (TechCrunch 2010), which are: affinity, weight and 
time decay. These are influenced by:

•	The Content Poster: how often we interact with the Page/user who posted it; 
•	The Content Type: how often we interact with that type of content (images, 

videos, links, text, etc.); 
•	Post Interactions: comments, likes, shares; and
•	Post Publishing Time: how recent the update was.

However, in 2018, Mark Zuckerberg’s priority was ‘putting people at the centre’ 
(Zuckerberg 2018), thereby modifying the algorithm to prioritise posts that 
generate conversations and create meaningful interactions among platform 
users such that: 

•	The format is less important than the content; 
•	Friends and family posts are prioritised over public content (Pages); and
•	Greater importance is given to the territorial and local aspects of posts and 

responses (geolocalisation).

As Adam Mosseri, VP News Feed at Facebook, indicated in 2017 (SocialMedi-
aExaminer 2017), Facebook’s algorithm uses four steps to help it decide how to 
rank your content in the news feed:

1.	 �Inventory: When you first open your news feed, Facebook’s algorithm takes 
an inventory by looking at all of the stories posted by your friends and the 
pages you follow.

2.	 �Signals: Facebook then considers all available data and tries to make an 
informed decision about how interested you may be in a certain story. 
Both ‘context signals’ (such as time and place of access, type of connection, 
access device) and ‘content signals’ (which specifically relate to individual 
posts) are taken into consideration.
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3.	 �Predictions: Facebook then uses these signals to help make predictions and 
calculate the probability of certain outcomes; for example, how likely you 
are to comment on a story, share a story, spend time reading a story, and 
so on.

4.	 �Score: Facebook consolidates the information to calculate a ‘relevance 
score,’ a number that represents how interested Facebook thinks you may 
be in a certain story. Facebook does not really know how interested you are 
in a certain story; it’s an educated guess at best. There are, however, content 
signals that are weightier than others: particular attention is given to the 
so-called ‘meaningful interactions’, such as, for example, if the link to the 
post has been shared on Messenger; if the post has generated multiple com-
ments (responses) from the same people (thus activating a conversation); if 
we interacted with a post of a page shared by a friend, and so on.

The algorithm has undergone further changes over the years (Wallaroo 2020); 
however, it has actually seen an organic drop in the visibility (reach) of the con-
tent published in the Pages, spaces specifically designated for the communica-
tion of companies, institutions and freelancers. From January 2016 to mid-July 
2016, publishers’ Facebook Pages experienced a 52% decline in organic reach 
(Martech 2016) − and it has continued to decline over time. 

Today, the average reach of an organic Page post hovers around 5.2% (Weareso-
cial 2020). That means roughly one in every nineteen fans sees the Page’s non-
promoted content. The easiest way to boost distribution and direct sales is to 
boost the advertising budget: it’s no secret that most social platforms operate 
on a pay-to-play model for brands. The more you pay, the more you are seen, 
and the more your brand sells. Since ‘carriers have become personal brands that 
need to be managed in a virtual age’ (Gioia et al. 2014), building a good personal 
branding strategy today on Facebook (as with other social platforms) means 
being able to create a digital identity that draws the attention of a specific audi-
ence, provides compelling and distinct content (becoming a credible voice in a 
specific field relevant to the interests of a specific audience), reaches (gathering a 
community of followers) and generates meaningful engagement (Khamis, Ang 
and Welling 2017). In concrete terms, this means:

•	Investing time and specific skills in content creation and curation activities. 
•	Investing time, skills and budget in digital advertising.
•	Fostering interactions with the reference community (better comments, 

like, and shares). 
•	Using a tone that makes the posts ‘conversational’.

Individuals stand out from the crowd by articulating their unique value propo-
sition and adopting a professional approach in a consistent manner. It takes 
time to build trust, earn credibility and forge a relationship, yet this is increas-
ingly important for those who want to develop their own personal brand. To 
achieve this, it is essential for digital creative professionals to understand the 



220  Digital Platforms and Algorithmic Subjectivities

‘languages’ of the different platforms and the functioning of their algorithms. 
These are the current ‘golden rules’, which are also subject to sudden changes 
that platforms make to their algorithms, to ensure that digital reputation mech-
anisms are also tools of effective empowerment for creative workers. 

However, we must not forget that these same mechanisms can lead to ‘aliena-
tion’, i.e. maximum depersonalisation, as shown by the example of the evolu-
tion of the Netflix algorithm discussed below; unless individuals communicate 
in an obviously human manner, with the algorithms being prepared to analyse, 
rank and propose human behaviours, rather than the content itself.

Humanising Algorithms?

The digital reputation and personal branding dynamics of digital creative pro-
fessionals are part of the broader dynamics of media platform recommendation 
systems. The Netflix algorithm is emblematic in this respect. Ed Finn (2018), 
when analysing the evolution of Netflix’s recommendation systems, noted that 
the first version of their algorithm, called Cinematch, fully represented the logic 
of algorithmic culture 1.0, that is an algorithm based on ‘a straightforward sta-
tistical linear models with a lot of data conditioning. In other words, the algo-
rithm relied on users rating movies on a single five-star scale. Cinematch didn’t 
care about lead actors, directors or genres. ‘It was a mathematical approach to 
recommendations, one that ignored the complex position of Hollywood enter-
tainment and movie rentals as culture machines’ (Finn 2018, 88). The problem 
inherent in the ‘algorithm 1.0’ approach − based on a stochastic logic of abstrac-
tion and probability – is that ‘while everyone could see that it was doing a better 
job, nobody could quite explain why’ (Finn 2018, 90).

In 2012, Netflix claimed to have changed the Cinematch algorithm by inserting 
logics that went beyond the five-star model, making it much more complex and 
more interrelated with other platforms, including Facebook. In addition, Netflix 
introduced a video content tagging system that was not carried out by a machine, 
but by real people. The word ‘tagger’, originally referred to as automatic content 
markup programs, is now a Netflix ‘job title’. Todd Yellin, Vice President of Prod-
uct Innovation, the man who conceived the system, called the platform’s new 2.0 
algorithmic logic the ‘Netflix Quantum Theory’ platform, from the word ‘quanta’, 
which indicates the dozens of microtags that taggers are asked to identify within 
the videos. Netflix’s anonymous taggers are a clear example of human work at the 
service of the machine culture that underpins today’s computational efficiency. 
This example also reminds us that in the field of creativity, whether produced or 
consumed, algorithms have shown that they need people, because creativity can-
not only be ‘efficient’, it must also be ‘fulfilling’. Unfortunately, as Netflix’s emblem-
atic example suggests, the human role is currently limited to ‘serving’ the machine 
and instead of the machine being humanised, the person is ‘machinised’.

In this scenario, it seems increasingly urgent, on the one hand, to empower 
computer designers and, on the other, to overcome single-disciplinary specialism  
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(which has led the technological development of intelligent machines in a pre-
dominant way) and shift towards a fully socio-technical approach. In light of 
the growing debate on artificial intelligence − also visible in the media cover-
age of the ethical considerations of algorithms (Ouchchy, Coin and Dubljević 
2020) − actions and reflections on ways of making algorithms less ‘unfair’ have 
started to appear. By way of example, some IT development directions for the 
implementation of ‘socially responsible’ algorithms are working to design more 
socially responsible artificial intelligence agents to mitigate biases that are inad-
vertently incorporated into algorithms (Vetrò et al. 2019); both ‘independent’ 
and ‘institutional’ organisations are monitoring the impact of algorithms in 
order to spread awareness and suggest guidelines for their governance (Algo-
rithm Watch 2020; Agid 2018). On the one hand, the aim of new branches 
of study on algorithm development is to pay further attention to the ways in 
which artificial intelligence technologies can trigger positive effects in terms 
of reducing the existing social, economic and cultural differences through the 
adoption of equity criteria and methods that embed interdisciplinary concepts 
into algorithmic systems. On the other hand, we have to know that one cannot 
talk about ‘better algorithms’ without first clarifying the distinction between 
algorithmic equity and social justice. Otherwise, the emphasis will be placed on 
whether or not to find a technological ‘fix’ to a problem that is, in fact, socio-
political by nature. Techno-mathematical solutions are certainly important, but 
the question is not only limited to the algorithmic aspect.

Lastly, it should be said that it is not just a matter of ‘opening the black box’, or 
in other words, making the functioning of the algorithms transparent, because 
the problem inherent in some machine learning techniques is that they generate 
algorithms that are not predetermined, and that are paradoxically and constitu-
tionally incomprehensible; such machine learning training techniques produce 
algorithms based exclusively on numerical weights in a neural network.

There is a research agenda needed that once again calls into the question the 
accountability of developers and researchers in creating ‘explicable’ machine 
learning techniques, algorithms designed so it is possible to explain why they 
produce a certain set of results. However, underlying these efforts, an inescap-
able question remains: if this technology is itself non-transparent, due to the 
fact it is the result of a process that is ultimately unknown in its deepest ganglia, 
is it right to develop it at all? And, moreover, to use it?

Final Remarks

Analysing the characteristics of digital work to understand its specificities 
within the Creative and Cultural Industries means confronting the affordances 
of the digital medium. It is not a simple tool, but a common ‘language’: a  
regulation system, both abstract (binary code) and material (the ability of the 
digital medium to mould behaviours, contents, objects and subjects). Among 
the digital affordances that condition the subjects/workers of the digital  
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creativity value chains, an important one is represented by the algorithms of 
the reputation and recommendation systems, necessary tools for creatives to 
maintain their ‘market position’.

From the workers’ point of view, digital reputation can be an area of empow-
erment (it can be somewhat guided); however, recommendations can be ‘alien-
ating’ and create a space of maximum depersonalisation, a playing field where 
automatic machines play. Between these two extremes there are many possibili-
ties, and the chance for professionals to influence, at least in part, the outcome 
of these socio-technical systems. 

To understand if and how creatives can orient reputation and recommenda-
tions in their favour, the rules and grammars of the Facebook platform in terms 
of influencing self-promoting strategies were analysed in detail, focusing on 
its algorithm and how it has evolved over time. The lesson we learn is that it 
costs digital creative professionals a lot to maintain their own digital visibility 
in terms of time and money, since controlling or ‘bending’ the Facebook algo-
rithm for one’s own ends requires investing time and specific skills in content 
creation and curation; investing time, skills and budget in digital advertising; 
fostering interactions with the target community (better comments and shares, 
instead of likes); and using a tone that makes the posts ‘conversational’.

While these are currently the rules to ensure that digital reputation mecha-
nisms are tools of empowerment for creative workers, we must not forget that 
these same mechanisms can be ‘alienating’, or depersonalising, as highlighted 
by the Netflix recommendation algorithms, one of the most powerful and per-
vasive media platforms for creative audiovisual content.

While the analysis of the Facebook algorithm has allowed us to understand 
how to ‘humanise’ its use, looking more closely at the Netflix algorithm tells us 
that algorithms must evolve considering the complexity of the processes they 
want to automate. For the time being, this evolution seems to be based on a bal-
ance between automation and human intervention to the complete detriment 
of the human. On platforms such as Netflix, the role of humans is designed 
to ‘serve’ the machine. More than humanising the machine, the individual is 
‘machinised’. To address this criticality, IT designers ought to be made respon-
sible and foster an ethical and conscious approach to the development of algo-
rithms as soon as possible. Some initiatives are moving in this direction, tracing 
the way to make algorithms intelligible, reducing the bias inherent in algorith-
mic design, and controlling the social impacts of algorithms.
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