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CHAPTER 1

Digital Health: Data Traps  
at Our Fingertips 

Introduction

‘There’s an app for that!’: A catchy internet phrase of the mid 2000s, initi-
ated and subsequently trademarked by Apple, captures what has become an 
everyday reality for most digital economies. With the widespread use of smart 
phones, we are increasingly reliant on apps that are either pre-loaded or can be 
voluntarily/casually and mandatorily/professionally downloaded, to manage 
all areas of our consumer, work, political and personal lives. The sheer volume, 
range, speed and breadth of the different types of apps available today demon-
strates that an all-encompassing appisation is now an inevitable part of con-
temporary digital life (Gardner and Davis 2013; Miller and Matviyenko 2014; 
Morris and Murray 2018). 

Apps, and their social consequences, will be discussed throughout our book. 
In this chapter, we start with the appisation of health– or ‘mHealth/mobile 
Health’ as the process is more commonly described in medical circles. At 
present, countless apps are developed and offered to individual smartphone 
users to manage ‘healthy lifestyles’ or to support specific medical and health 
conditions; the apps are also extensively integrated into both public and pri-
vate health services provisions (Lupton 2014; van Dijck and Poell 2016). How-
ever, the invisible yet detrimental ‘by-products’ of health appisation, such as 
infringements on privacy, data monetisation and long-term digital profiling, 
are rarely understood by the medical practitioners and health service provid-
ers who recommend the apps. Nor are these by-products always clear to the 
users, who are lured by the speed and convenience of ‘on demand healthcare’, 
usually advertised as an ‘affordable and accessible service at one’s fingertips’, 
to use the words of Babylon Health, one of the leading health apps (Babylon 
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2016). Health appisation is thus presented as an unquestionably positive pro-
cess, devoid of dangers and beneficial to all. It is a celebratory framing which 
both conceals and supports the apps’ data economy of ‘surveillance capitalism’ 
(Cinnamon 2017; Lehtiniemi 2017; Silverman 2017; Zuboff 2019) that relies on 
users’ willing but often unknowing participation and the continuous personal 
‘contribution’ of their data. 

While health appisation may indeed have revolutionised some aspects of 
health care, its broader, and often perturbing socio-political effects, are yet to 
be explored in the academic domain of digital health. For example, Deborah 
Lupton argues that most studies on health apps to date come from medical or 
public health literature, which focuses primarily on an instrumental approach 
to apps’ effectiveness or medical validity (Lupton 2014). What is yet to be inter-
rogated are ‘[t]he wider social, cultural, and political roles played by health and 
medical apps as part of contemporary healthcare and public health practice’– a 
task she sets out for ‘critical digital health studies’ (2014, 607). This chapter takes 
Lupton’s call further by examining the appisation of health through the per-
spective of digital disengagement. Rather than only addressing the way health 
apps turn biodata into profit through surveillance capitalism dressed as ‘smart’ 
and effective healthcare, we turn our attention to how the apps navigate – and 
often block or limit – the possibility of opting out of health datafication. In this 
chapter, we approach health apps not just as what Lupton (2014) calls ‘socio-
cultural artefacts’, but as socio-cultural data traps, elaborate and sophisticated 
in their technologies of incorporation and engagement, yet incredibly scarce in 
social affordances and technical mechanisms for letting their ‘data subjects’ go 
or allowing them to remove themselves from the database. The central concern 
in this chapter, therefore, is how opt-out as a legal, social and technical pos-
sibility, and as a citizen and user right, plays out within the sphere of digital 
health. Questions of digital disengagement and opting out of digital health are 
of particular urgency because of the intimate relationship between health and 
personal data, which the process of appisation transforms. Before the Covid-19 
pandemic, the health field had already been radically transformed by digital 
technologies. And now this transformation is being further accelerated by the 
global public health crisis. 

We begin our discussion by looking at the current legal and political land-
scape of digital health and opt-out in the UK, where the publicly funded 
national health system co-exists with health apps, which are independently 
developed and mostly privately owned. We then move on to closely examining 
some health apps’ Terms and Conditions, Privacy Policies and app interfaces 
from the perspective of how opt-out is presented as a legal, technical and prac-
tical option. Finally, we discuss the National Health Service (NHS) Covid-19 
contact tracing app, its introduction in the UK in autumn 2020, and the way it 
impacted debates around appisation, public health and personal data. We con-
clude the chapter by making a differentiation between individual and collective 
opt-outs. While the former is made possible by legal frameworks, such as the 
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European General Data Protection Regulation (GDPR), and by some of the 
apps’ policies, design and interface, we will argue that individual opt-outs have 
no meaning without considering collective and structural forces such as the 
data economy, or population surveillance. It is then that we introduce an argu-
ment that first emerged in our analysis of digital health but continues through 
the rest of the book: it is imperative that we shift from individual digital rights 
to collective digital justice. 

NHS Digital and the App Library: What Is  
One Opting Out Of? 

As in many other digital economies, the health sector in the UK increasingly 
expects patients to manage their own health and wellbeing through apps. Health 
apps are widely offered by private companies and have also been adopted by the 
public sector and the NHS, especially NHS Digital, ‘the national information 
and technology partner to the health and care system’ (NHS Digital n.d.). The 
incorporation of apps into NHS Digital is the latest development in a longer 
tradition of online and over-the-phone patient support, designed to reduce GP 
and hospital workload. It should thus be understood within a broader context 
of continuous budget cuts in the free national healthcare system, leading to 
diminishing resources for face-to-face and on-site patient support. Some of this 
support is replaced with automated services like online symptom checkers, as 
well as ‘social prescribing’ where patients are referred to social activities rather 
than medical treatment, to manage their health, in partnership with patient 
groups and the voluntary sector (Culture Health and Wellbeing Alliance n.d.). 
At the same time, this is also part of a general move towards ‘self-responsibili-
sation’ for one’s health (Juhila, Raitakari and Hall 2017; Lucas 2015; Øvretveit 
2015; Morton et al. 2017) within the wider Euro-American neoliberal context, 
that exists across countries with public, semi-private and private health care. 

In 2018, two major legal developments took place which are pivotal to under-
standing the current opt-out landscape in the UK. Firstly, GDPR came into 
force in May 2018 and was fully adopted in the UK, as The Data Protection Act 
of 2018 (updated to UK GDPR in 2021), despite the UK leaving the European 
Union. Unlike the earlier UK Data Protection Act of 1988, GDPR explicitly 
moves towards a legal framework that defaults to opt-out rather than opt-in. 
The GDPR’s overall aim is to increase people’s control over their own per-
sonal data and ‘to protect all EU citizens from privacy and data breaches in an 
increasingly data-driven world’ (EUGDPR 2018). For companies and organisa-
tions this means obtaining consent for using and retaining customers’ personal 
data, while granting more rights to the ‘data subject’ to be informed and control 
how their personal data is used, as well as to opt out of its use. Secondly, and 
relatedly, in May 2018 NHS Digital launched its data opt-out programme in 
line with GDPR guidelines, which aimed to provide ‘a facility for individuals 
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to opt out from the use of their data for research or planning purposes’ (NHS 
Digital 2018). 

In spring-summer 2018, NHS Digital gradually moved towards full GDPR 
compliance, updating information, editing website pages, or creating new 
ones, and operating some of them in ‘Beta’ mode. Among the latter was the 
‘NHS Apps Library’. Originally launched in April 2017 (pre-GDPR), aiming to 
offer ‘trusted digital tools for patients and the public to manage and improve 
their health’ (NHS Apps n.d.: emphasis added), it moved to a ‘Beta’ version in 
2018. Situated within the online NHS environment, the Library (which was 
still online in 2021, at the time of finishing this book, although in an updated 
and constantly changing format) was a place where one could assume that the 
relatively wide range of health apps offered under its umbrella were, as assured, 
trustworthy and, at the very least, NHS approved. In reality, the NHS Apps 
Library was a conjunction of competing interests, including commercial ones –  
the latter including both small businesses and companies developing apps,  
and the large platform corporations. Beyond the discursive production of 
trust, at the time of our research in 2018, the App Library existed as a micro- 
structure, weaving its own independent web of rules that were neither clear, 
nor necessarily always GDPR or NHS compliant. Furthermore, the notion of 
‘trust’ only partially included the safety of data. For example, the Apps Library 
offered an ‘NHS Badge’: a tick that appeared next to a given app as a sign that 
it had successfully undergone the process of ‘Vetting Apps’, which resulted in 
apps being either ‘NHS Approved’ or ‘Being Tested in the NHS’. The text next to 
‘Being Tested’ stated: ‘These digital tools meet NHS quality standards for safety, 
usability and accessibility and are being tested now with NHS patients to see 
if there is sufficient evidence to provide them an NHS stamp of approval’. The 
text next to ‘NHS Approved’ stated: ‘This digital tool is NHS Approved. It meets 
NHS quality standards for clinical effectiveness, safety, usability and accessibil-
ity and has a supportive evidence base’ (NHS Apps Beta n.d.).

App assessment ensured that the app met ‘NHS quality standards for clinical 
effectiveness, safety, usability and accessibility, and has evidence to support its 
use’. The NHS assessed an app’s ‘safety’ according to ‘both clinical safety and 
information safety (Information Governance, Privacy and Security)’ (Health 
Developer Network 2018). ‘Safety’, here, consisted of conjoining and conflating 
the idea of health risk and data risk. But while the discourse of ‘approval’/‘vetting’ 
institutionalises user trust via safety scaffolding, supposedly built into the pro-
cess of verification, the idea of data safety and what it might mean when biodata 
is aggregated and mined by apps and platforms remained obscure. 

The disparity between the Beta version of the online NHS narrative of health 
app ‘safety’ and the reality of data safety became apparent when undertaking 
an examination of the health apps offered by the Library. When reviewed in 
summer 2018, 43 health apps were offered by the Library but only a few apps 
had the full NHS Badge. This meant that some apps may have been clinically 
‘safe’ but were subject to information safety breaches, while others may have 
met information safety standards but not clinical ones. Most of the apps in the 
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library had no badge at all; nor was it clear whether the apps were expected 
to be GDPR compliant. Most worryingly, despite the narrative of trustwor-
thiness, implicit in the notion of NHS ‘vetting’, being included in the Library 
only required a simple five-step online application process. This process only 
involved answering Digital Assessment Questions and was available to any and  
all app developers. Upon completion of the application process, apps were 
added to the Library, regardless of the answers provided (Health Developer 
Network 2018). In other words, the App Library, which at first glance appeared 
as the database of ‘safe’ apps for the user/patient to consult, in fact presented 
a broad spectrum of reliability and safety that obfuscated information about 
degrees of approval, making it difficult to assess which apps could indeed be 
fully ‘trusted’. To complicate matters, the main audience of the Library was 
not potential app users but app developers: while the page contained a section 
called ‘Information for Developers’, there was no such equivalent for users, who 
were left to assume responsibility for finding information by themselves. 

The Library also did not contain any information about the possibilities of 
opting out of ‘unsafe’ – or even ‘safe’ – apps, after they were installed and acti-
vated. The NHS Digital Opt-Out Programme (NHS Digital 2018) was the sole 
place where opt-out was mentioned. However, its focus was narrow and very 
particular, relating mostly to the use of data in health care and medical research 
(NHS Digital 2018). Launched in May 2018 and described as the ‘new service 
that allows people to opt out of their confidential patient information being 
used for research and planning’, the Opt-Out Programme replaced the previous 
‘type 2 opt-out’ which required NHS Digital to refrain from sharing a patients’ 
confidential information for purposes beyond their direct care.1

Indexed under ‘Systems and Services’ and placed in the very long list of other –  
medical and administrative – services, which can be browsed alphabetically but 
which are not arranged under any other classification, information on ‘opting 
out’ was difficult to find, unless one knew exactly what to look for. The page 
itself was a mixture of clarity and confusion. On the one hand, information 
about patient data (purposes and benefits of its collection for health care and 
medical research; types of anonymised and non-anonymised data; and bodies 
that would have access to it, such as universities and pharmaceutical compa-
nies) and the patient’s right to opt out was communicated very clearly. On the 
other hand, the opt-out itself was cumbersome to execute: users were required 
to overcome several hurdles, such as clicking through multiple pages, down-
loading and emailing forms or searching for alternative ways of executing their 
preferences. Such processes would require not only digital access and literacy, 
but also time, patience and perseverance – in a striking contrast to how opting 
in is usually communicated in today’s digital environments, where ‘download’, 
‘subscribe’ and ‘follow’ buttons are large, immediate and consistently visible. 

1	 Type 1 opt-out referred to requests for not sharing one’s information beyond direct 
care, placed directly with the GP and one’s local surgery.
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Most crucially with regards to this chapter, despite the seemingly clear focus 
of the Opt-Out Programme, it was not apparent from the Library what exactly 
the boundaries of patients’ rights to opt out were, and whether they encom-
passed the rapidly growing field of health apps. What were patients opting out 
from? What comprises ‘research and planning’ mentioned in the NHS data opt-
out scheme (NHS Digital 2018)? Research into what? For whose benefit? And 
how was one’s health information being used for this ambiguous purpose? For 
example, did it apply solely to information collected by on-site GP surgeries 
and hospitals, or extend to apps providing GP services? Did apps which were 
‘vetted’ by the NHS comply with the NHS Digital Opt-Out Programme? What 
about apps that were recommended by the NHS but privately owned and run? 
And what about third parties with which the apps shared their users’ data? 

Between the Local and the Global,  
the Legal and the Technical 

Moving on from the question of where health apps fit within the broader 
NHS Opt-Out system, we turn to another conundrum: the relations between 
national and international legal frameworks, and between legal, corporate and 
technical regulation. It is crucial to note here that while opt-out is at the heart 
of GDPR framing of data rights, health apps used in the UK are also part of the 
global capitalist data economy where such rights are diminishing. How, then, 
can we understand a European data protection law and (the limits of) its power 
in the context of global digital platforms and app companies, and their equally 
global data aggregation? Similarly, what are the impacts and the limits of NHS 
policies regarding opt-out when they actively collaborate with private, com-
mercial, third-party app providers who may abide by different rules? 

One of the ways to consider the conundrum of these geopolitical and socio-
legal contradictions was to look at the apps themselves, simultaneously on the 
level of rhetoric and formal politics and on the level of data-related behaviours. 
In 2018–19, together with a digital health analyst and data visualisation special-
ist Dr Sam Martin, we studied a selected number of health apps, which seemed 
NHS-recommended, by either appearing in the NHS Apps Library, or by car-
rying an ‘NHS-endorsed’ sign within Apple and Google App stores (Kuntsman  
et al. 2019). In our analysis, we evaluated, separately and in relation to each 
other, the following elements: apps’ Terms and Conditions and privacy policies 
as presented on their platforms/websites and within the apps; apps ‘permis-
sions’ that access other data via one’s phone and the tracking of data beyond 
the app itself; and the way an app handles an opt-out, after installation and use. 

What we found was telling, not just for research into the UK’s health ser-
vices, but also for any inquiry considering health appisation from the perspec-
tive of opting out. We discovered that the information provided about how data 
was collected, stored and shared, and whether users could request to see their 
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data, varied across the different apps’ Terms and Conditions, but was generally 
limited. Some apps only stated that such information would be confidential, 
while others provided some partial details of how and with whom the data 
was shared. Offering an option of opting out of sharing one’s information with 
various affiliates and partners was rare. The apps also differed substantially 
when it came to their privacy policies, and it was often noted that the informa-
tion would be shared with third parties. The latter had their own privacy poli-
cies, for which the apps in question would not hold any responsibility. Privacy  
policies, thus, placed the onus on users who were advised to read third party 
documentation, even though this was often hard to find or navigate. 

Even more interesting was the information – or the lack thereof – on the pos-
sibility of taking one’s data ‘out’ of the apps after it had been obtained. Could the 
user request access to information on which data was being collected and held 
by the app while they were using the app? Could they opt out of sharing some 
of their data? And finally, could they withdraw their data after deactivation and 
termination? The apps’ legal documents, once again, differed in how broad (or 
narrow) their opt-out options were. Some allowed only a limited opt-out – for 
example, from marketing communications. Others offered the opportunity to 
review, request or delete data, and charged a fee for such services. Opting out of 
data aggregation, mining and analytics turned out to be complex and confus-
ing. We noted that the continuum of opt-out stretched across different tempo-
ralities, as well as across the networked field of data capitalism, often holding 
user data in opaque traps. For example, some apps allowed users to stop data 
collection if they wished to discontinue and opt out of the app’s services; how-
ever, data already collected could not be withdrawn retroactively. Similarly, in 
some cases, if an app had a ‘cooling off ’ period of thirty days when the decision 
to discontinue could be reversed, data collection and analytics would continue 
in the meantime. Furthermore, if data was shared with third parties, an app’s 
policy would not guarantee it would not remain in the hands of those third par-
ties, even if it contained sensitive personal information. All of these scenarios 
could potentially create ‘data ghosts’ that continue to feed the mining and ana-
lytics profit machine, even after users have withdrawn from the service.

If the legal documentation we analysed was complex, unclear or downright 
confusing – despite GDPR guidelines dictating that ‘data subjects’ must be 
clearly informed before agreeing to give their data – the apps’ actual operation 
made the process of opting out much harder, if not impossible. Firstly, while 
some apps offered a clear option to leave and discontinue the service from 
within their interface, others deployed a range of stalling techniques or gener-
ally obscured the steps required for disconnection. The process of deactivating 
the account and deleting all associated data was made cumbersome-by-design, 
whether on the level of the interface and/or in terms of legal specificities. The 
labour burden of finding a way out was placed on the user who needed to navi-
gate multiple screens, search for information on deleting a subscription, or go 
through a multi-step process of completing forms or emailing customer service. 
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Secondly, as demonstrated by Martin’s detailed technical tracing and visu-
alisation of app ‘permissions’ and data trackers (Martin 2018), when an app 
was installed on a phone and embedded in the smartphone ecology of other 
apps, with the ability to share data across the apps and externally, its intru-
sive analytics were both extensive and not clearly communicated to users. For 
example, many permissions requested by the app upon installation (such as 
access to its camera, geolocation, phone calling features or text and phone 
records) drew excessive additional information, beyond the actual purpose of 
the app. In addition to being potentially malicious and open to cyber-attacks, 
these permissions allowed apps to access and share personal data in unclear 
and obscured ways. To make matters worse, apps also contained a substantial 
number of trackers, mining data on the way users utilised them, and sharing  
data with third party analytics. Passing app data to third parties, cross- 
referencing data with information from other apps on the phone and combin-
ing it with behaviour mining via major platforms such as Facebook or Google 
analytics, had extensive potential for indirect, yet substantial, intrusion into 
users’ privacy and confidentiality. 

Finally, and crucially, this complex web of analytics and data sharing required 
a high degree of legal and technical knowledge, and IT literacy, to understand, 
modify or opt out of, which most app users do not possess. Opting out, while 
being a legally defined option, turned out to be a far more complicated pro-
cess, creating traps that are not only hard to escape, but often difficult to even 
recognise. And simply leaving or disconnecting was not necessarily an option. 
Disconnection would be based on a simplistic dichotomy of either accepting 
the app’s rules of the game in their entirety, or deleting the app, and losing 
the benefits it might offer. However, due to the complexity of data sharing and 
ownership beyond each individual app, while a ‘delete your account’ button 
within an app may have promised an easy fix and a full and finite opt-out, the 
reality of opting out of data traps, once a person had started using the app, 
was complicated and uncertain. This complexity was and is both individual 
and geopolitical. Whilst apps’ data draws on locality and individuality at a 
level of an individual patient/user (for example, collecting data on specific 
personal health conditions, geolocation or local social and health networks), 
they also operated within global data flows that are governed by international 
platforms, often headquartered in the US. These platforms’ data governance 
extends beyond the socio-legal jurisdictions of a given locality and country 
of practice. For example, at no point was it clear to the user whether and how 
GDPR might come into play when one’s data is housed in the US or passed to 
multiple third parties around the globe. We argue that the architecture of tech-
nical obfuscation – such as the one involved in the process of individual opting 
out – is intertwined with multiple socio-legal grey areas and loopholes that 
disperse personal data into a collective Big Data pool. Together, they operate 
as what Pasquale (2016) described as a ‘black box society’, where techno-social  
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processes that are central to our everyday life operate beyond any individual 
user’s comprehension or power to control it. 

Contact Tracing Apps and Performative Data Consciousness 

Two years after GDPR was introduced, the question of opting out of digital 
health faced a new, unprecedented challenge. In light of the Covid-19 pan-
demic, concerns about privacy, data profiling and the monetisation of personal 
data were both heightened and expected to take a back seat, as government 
after government across the globe introduced ‘contact tracing’ apps to map, 
record, analyse and control the spread of coronavirus infections. The apps, 
developed in the early months of the pandemic, were introduced in many 
countries throughout 2020. While some countries or contexts made the use of 
the apps compulsory for all citizens, or for those travelling through its borders 
(AccessNow 2020; Schmid 2020), in other countries the use of contact tracing 
apps was optional but highly encouraged. 

From the moment of their inception, the apps attracted concerns from journal-
ists, human rights activists and academics for their potential to result in expanded 
state surveillance and corporate control (Das 2020; Everts 2020; French and 
Monahan 2020; Kitchin 2020; Kouřil and Ferenčuhová 2020; O’Neill et al. 2020; 
van Kolfschooten and de Ruijter 2020; Yu 2020); together with proactive sugges-
tions of how to navigate what Kitchin called the tension between civil liberties 
and public health (2020). In May 2020, the MIT Technology Review created a 
‘Covid Tracing Tracker’ – a database on contact tracing apps, including details 
about how they work and which policies are in place to govern them (O’Neill 
et al. 2020). Several scholars published rapid response papers, analysing contact 
tracing apps from the perspective of their efficiency (or lack thereof), geographic 
distribution, biopolitics of control and the need to make the apps’ operation 
more transparent especially in relation to personal details aggregated in state-
controlled databases (Das 2020; Everts 2020; French and Monahan 2020). 

The UK was among the late adopters of a contact tracing app. After lengthy 
deliberations and months of operating a chaotic and often dysfunctional non-
app contact tracing system, in September 2020 the ‘NHS COVID-19’ contact 
tracing app was finally launched in England and Wales, with separate apps oper-
ating in Scotland (‘Protect Scotland’) and Northern Ireland (‘StopCovidNI’).  
Contrary to fears about increased surveillance, which dominated media cover-
age in spring 2020, most reports about NHS COVID-19, in both mainstream 
and social media, were about the app not working properly – not installable 
on older models of Android and iPhones (Hern 2020a); not working in some  
languages (Hern 2020b); incorrectly reporting the risk levels (Hern 2020c; 
PapacassKitchen 2020); or sending erroneous exposure alerts to people who 
barely left their homes (Payne 2020). 
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When we carried a ‘walk through’ (Light, Burgess and Duguay 2018) analysis 
of the NHS COVID-19 app, which included app installation and use, we noted 
that the interface appeared simple and straightforward. The information on 
privacy, confidentiality and the rationale for data collection was presented very 
clearly, for example, explaining why postcode data was required upon registra-
tion; why geolocation or Bluetooth needed to be switched on for the app to 
operate – and that these could always be temporarily switched off at the user’s 
discretion; or how long one’s data was kept. Information on withdrawing one’s 
data was also clearly presented and relatively easy to find and execute – in a 
striking contrast to other health apps we had researched previously.

All the above suggests that the app’s interface was continuously perform-
ing what may seem like high-level privacy awareness, perhaps in an attempt 
to alleviate public concerns in light of multiple media reports of heightened 
surveillance through contact tracing in other countries. The user was repeat-
edly assured that their privacy was protected and information on their infec-
tions or exposures was confidential and anonymised, and was not retained after 
an opt-out. These assurances, however, were limited to the app alone – as the 
‘deleting your data’ screenshot shows (Figure 1.1), for example, the data was 
not controlled by the app but by the phone – and here the app’s responsibility 
ended. Beyond this statement, little explanation was given as to what ‘data con-
trol by the phone’ actually meant or how user data was mined by bodies other 
than the app itself, for instance via in-phone interactions as detailed earlier  
in this chapter. 

In fact, the app’s interface provided an illusion of control, by allowing the  
user to temporarily opt out of being traced, by switching the contact tracing 
function on and off as desired – which might make the user feel as if they 
could temporarily make themselves invisible. This is in striking contrast to 
fears regarding the dangers of contact tracing technology – that it could lead 
to stalking or cybercrime, or would intensify state surveillance of citizens by 
tracking every move at every given moment – as indeed is the case with con-
tact tracing apps in some countries. However, what remained unacknowledged 
was the ways in which the app’s opt-out options facilitated other forms of data 
mining, which were not related to coronavirus tracking, nor to the app itself, 
while ostensibly providing an opt-out optionality. For example, when switching 
the contact tracing function (back) on, geolocation and Bluetooth were turned 
on by the app. Yet, when contact tracing was switched off from within the app, 
both geolocation and Bluetooth remained active on the phone, and needed 
to be switched off manually. Without knowing or remembering to do so, the 
phone and its data were made more visible and more minable, trapping more 
data than the user may have ever agreed to; all the while the user may have felt 
‘invisible’ and empowered. Once again, the opt-out of the smartphone ecology 
of data mining was far less straightforward than clicking the ‘off ’ button, mak-
ing the performance of data consciousness an empty gesture. 
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Figure 1.1: Deleting your data. Phone screenshot. Collected 16.10.20 (Source: 
Adi Kuntsman).

Individual and Collective Opt-Outs 

Since the introduction of GDPR, it could be argued that the move to become 
‘GDPR-compliant’ is a step forward towards increased transparency and an 
improvement in the digital rights of health apps’ users, where opting out is 
becoming institutionalised. As we can see in the case of the NHS contact trac-
ing app, it can even be clearly embedded into the app’s interface. Yet a closer 
look at how such compliancy is implemented – not just through everyday 
practices, but also at a more granular and algorithmic level of health apps and 
smartphone ecologies – reveals a fluid and complex web of networked ‘data 
traps’ for which no single app could be held responsible. In that respect, GDPR 
as the legal framework, and some apps being seemingly data conscious (such 
as NHS COVID-19) is both empowering and confusing due to the illusion of 
protection they offer to individual users. Practices and technologies of opt-
ing out struggle to find a place within a context that is simultaneously part 
of the global capitalist data and platform economy, where opt-out rights are  
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diminishing and personal data is shared easily and excessively, and is subject 
to a new regional and national data protection regulation which places opt-out 
rights at its centre. 

However, a further conundrum is in place: one between individual and col-
lective opt-outs. The process of appisation, which is based on having an indi-
vidual gadget and an individual account to support one’s health, signals the 
increasing individualisation and self-responsibilisation of health: self-care, self-
management, self-tracking and self-monitoring (Ajana 2017; Kristensen and 
Ruckenstein 2018; Lupton 2014; Lupton 2016; Neff and Nafus 2016; Sharon and 
Zandbergen 2017). The process is true for both those contexts where health care 
is private, and where it is nationalised and free, albeit crumbling – as in the 
UK.2 Digital health, then, seems to be about empowering the individual, where 
responsibility and accountability of one’s own health now includes responsibil-
ity for one’s own personal data: the onus of safeguarding, accepting, refusing and 
determining ways out always falls to the individual user. And here, the manage-
ment of one’s data is often presented with an illusion of choice. This is particularly 
apparent in how the App Library interpolates the ‘you’ and the ‘self ’ (Althusser 
1971/2001), and in practices such as accepting Terms and Conditions, or in 
granting app permissions, not to mention the very decision to choose and install 
an app – an epitome of agentic ‘consumer choice’ (Bauman 2001; Bol et al. 2018; 
Borgerson 2005; Schwarzkopf 2018). Even during the Covid-19 pandemic, 
when concerns about individual freedoms were deemed secondary to the col-
lective cause of fighting coronavirus globally, the app focuses on the individual 
who seemingly has a choice at every step. At the same time, health apps bring a 
radically new level of data powerlessness. When health information is shared, 
and jointly mined, with a search/advertising engine (such as Google) or a social 
media site (such as Facebook), ‘doctor patient confidentiality’ becomes all but a 
symbolic gesture from bygone days. Health appisation gives rise to algorithmic 
‘care’, one based on analytics that might be more efficient, speedy and precise, 
yet is also relentlessly intrusive and non-private, where no medical information 
is left untouched, unseen or undisclosed. 

2	 Although of course, the relations between healthcare affordability and the use of 
health apps is an important topic to explore. For example, we would expect there to 
be a difference between a free app (or an app with very affordable subscription costs), 
which is used by those unable to afford regular healthcare, and an app that is used to 
complement a free national health care system. One might speculate whether sur-
rendering one’s data in return for what seems to be a free medical service would be 
seen as more acceptable and even welcome by some. Similarly, we can investigate the 
profit from app subscription charges versus those from data monetisation; how the 
two types of profit are made clear or invisibilised, and whether/how both forms of app 
capitalism are understood and legitimated. These are questions that require further 
research, which is beyond the scope of our book.
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More crucially, the broad and extensive sharing of personal (bio)data for 
analytics and profit means that opting out of, or the use of, health apps is 
first and foremost about large-scale collective datafication and the economy 
of surveillance capitalism (Zuboff 2019). The latter is still not fully under-
stood by the public, especially when juxtaposed with political/state surveil-
lance. The debates that preceded the launch of the UK’s NHS COVID-19 
app are a telling example. Before the introduction of the app in September 
2020, extensive deliberations took place regarding its design and data man-
agement. Initially, the NHSX app was to be adapted to contact tracing, using 
centralised technology where the data would be hosted centrally on NHS 
computer servers (Downey 2020). However, the adaptation was delayed, 
largely due to concerns about privacy and data safety. Eventually, Apple and 
Google ‘decentralised’ technology was adopted instead in the development 
of what became the NHS COVID-19 app, because their contact tracking 
technology was deemed to be less intrusive (Kelion 2020). Such a dichot-
omy gestures to a severely limited understanding of data power and surveil-
lance capitalism, where surveillance by the state or national health services 
is deemed intrusive, whereas dispersed but extensive data mining by major 
platforms appears ‘safer’ – even though opt-out of the latter, as we have 
shown, is all but impossible. 

The focus on individual privacy and individual data safety – in the context of  
contact tracing and more broadly – brings our attention to the conundrum  
of (seeming) individual data empowerment versus collective data powerless-
ness that is at the heart of health appisation. While data and privacy manage-
ment practices are individual, and targeted advertising is also individually 
tailored, the individual is meaningless in the eyes of algorithmic determin-
ism and prediction. A single user’s data has no representative value: mon-
etary and statistic capital lies with aggregated Big Data. The digitisation of 
health exists in the tension between the neoliberal model of the individual 
whose health and data concerns are personalised into the ‘Self ’, and the dig-
ital capitalist model (Fuchs 2010; Fuchs 2014; Fuchs 2015; Schiller 2000), 
which generates value in the collective (and thus, representationally and sta-
tistically ‘valid’) data of the masses. It is here that we witness what Ajana 
coined the shift ‘from individual data to communal data, from the Quantified 
Self to the ‘Quantified Us’, from the ‘biopolitics of the self ’ to the biopolitics 
of the population’ (Ajana 2017). 

Within such a context, ‘opting out’ is subject to oppositional forces: it is a mat-
ter of individual rights (and responsibilities) while also, paradoxically, situated 
within a system that supports, and capitalises on, mass value and mass data. 
Legal changes, such as GDPR, are undoubtedly a welcome and much-needed  
attempt to protect individual rights in the world of large-scale data sharing, 
mining and profiling. Yet, in addition to exploitable loopholes within suppos-
edly GDPR-compliant apps, which might endanger the individual or even entire 
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national or regional legal frameworks – loopholes that need to be exposed and 
mended – a more substantial issue is at stake regarding the effectiveness of legal 
frameworks such as GDPR. When the digital data economy traffics in Big Data, 
and when, concurrently, individual data ownership erodes in favour of ‘data philan-
thropy’– a growing shift towards ‘surrendering’ one’s data for the ‘public good’, 
where unwillingness to share and concerns for privacy are seen as ‘selfish and  
anti-solidaristic’ (Ajana 2017) – legally addressing individual responsibility and 
individual protection is not enough and will never be fully sufficient. 

Conclusion: From Data Rights to Data Justice

How, then, can we approach, analyse and change the current landscape of the 
‘socio-cultural data traps’ of health apps, and the shrinking space of data opt-
out? As a first step, we argue, individual app users and medical and health care 
providers involved in the digitisation of health need to equip themselves with 
socio-political and technical tools for understanding, mapping and monitor-
ing the datafied operation of health apps. Secondly, and crucially, we must also 
reframe opting out itself as a matter of ‘data justice’, and not just a data ‘right’, 
one that is placed at the centre of considering the entire data ecology and data 
economy, rather than merely addressing individual practices of one user in rela-
tion to one app. Here, we align our conceptualisation of digital disengagement 
with the emerging body of scholarship on ‘data justice’ (Dencik et al. 2016; 
Johnson 2014; Iliadis 2018; Taylor 2017) which, as Taylor formulates, should 
include ‘the freedom not to use particular technologies, and in particular not 
to become part of commercial databases as a by-product of development inter-
ventions’ (Taylor 2017, 9). Taylor’s call is particularly relevant today, where the 
large-scale, rapid initiatives of digital contact tracing create a substantial com-
mercial gain for both the firms involved in developing the apps, and the large 
platforms whose decentralised technology is being used. 

In order to create a space for both individual rights to refuse to be part of a 
database (Taylor 2017) and a more systemic, collective refusal of ‘biopolitical 
categorisations that are enabled through Big Data practices’ (Ajana 2017, 13), 
we need to acknowledge that focusing on individual data rights – including 
the right to opt out – is not and will not be enough. To challenge the structural 
nature of health apps’ data traps, we need to move away from the biopolitics of  
health commodification more broadly. This does not mean refusing the use 
of digital technologies in public or community health services. Rather, this is 
about moving to decoupling equal and just health provision from a compul-
sory dependency on non-medical digital communication. And when digital 
tools are truly and urgently needed (and might outweigh individual concerns 
about privacy, such as in the case of an epidemic), they must be adopted in a 
thoughtful and transparent way, instead of merely assuming they will work, or 
are indeed the best solution. Digitisation that is attentive not only to individual 
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rights but to collective data justice must purposefully strive to avoid exclusion-
ary and discriminatory data harms, on the one hand, and profit-driven data 
grabs, on the other. In the next chapter, we explore the rift between individual 
digital rights and collective digital justice further, by looking at digitisation, 
social mediatisation and algorithmic automation of decision-making in public 
services, policing and border control.
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